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Abstract

The finite dimensional Hamiltonian systems related to two dimensional A(2)
2l , C(1)

l and D(2)
l+1 Toda equations are obtained and

their Liouville integrability is proved. Any solution of these Hamiltonian systems will give a solution of the corresponding two
dimensional Toda equations.
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1. Introduction

The two dimensional Toda equations are important integrable systems which have been studied widely. A two
dimensional Toda equation corresponding to a Kac–Moody algebra g of affine type can be written as

wk,xt = Ak exp

(
n∑

i=1

ckiwi

)
− A0vk exp

(
n∑

i=1

c0iwi

)
(k = 1, . . . , n) (1)

where C = (ci j )0≤i, j≤n is the generalized Cartan matrix of the Kac–Moody algebra, v = (v0, v1, . . . , vn)T is a
non-zero vector satisfying Cv = 0, and A0, A1, . . ., An are real constants [1,2].

The two dimensional periodic Toda equation (A(1)
l Toda equation) has been studied in various ways, such as by

the Darboux transformation method [3–5], loop group method [2], nonlinear constraint method [6,7] etc. The Toda
equations with other boundary conditions have also been studied [8–10]. In particular, the Darboux transformations
for two dimensional A(2)

2l , C (1)
l and D(2)

l+1 Toda equations were obtained in [11,12].
As one of the useful methods, the nonlinear constraint method is effective in finding quasi-periodic solutions, and

has been applied to many integrable nonlinear partial differential equations, especially to the equations with 2×2 Lax
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pairs in 1 + 1 dimensions [13–17] or 2 + 1 dimensions [18–22]. When g = A(1)
l , the Lax pair of the two dimensional

Toda equation has a reality symmetry and a cyclic symmetry of order l, and the finite dimensional integrable systems
related to it were studied by [6,7].

The one dimensional Toda equations are finite dimensional Hamiltonian systems, while the two dimensional Toda
equations are infinite dimensional Hamiltonian systems. In this paper, we shall give finite dimensional Hamiltonian
systems related to the two dimensional Toda equations. Any solution of these Hamiltonian systems will give a solution
of the corresponding two dimensional Toda equations. We consider an N × N integrable system which corresponds to
the two dimensional Toda equations with Kac–Moody algebras g = A(2)

2l , C (1)
l and D(2)

l+1. It has a unitary symmetry,
a reality symmetry and a cyclic symmetry of order N . The number of independent functions in these N × N systems
is only [N/2] or [N/2 − 1]. To get the Lax operator of the finite dimensional Hamiltonian systems related to this two
dimensional system, we need to consider all these symmetries in the construction.

In Section 2, the linear system containing the two dimensional A(2)
2l , C (1)

l and D(2)
l+1 Toda equations is presented.

In Section 3, the finite dimensional Hamiltonian systems are derived in terms of the Lax operator L(λ). Then the
involution of the set {tr(Lk(λ))}, which will generate the conserved integrals, is proved in Section 4. The expressions
for the conserved integrals are written down in Section 5 and the Hamiltonians are expressed in terms of them.
Finally, in Section 6, the functional independence of sufficiently many conserved integrals for Liouville integrability
is proved. This gives the Liouville integrability of these finite dimensional Hamiltonian systems, and each solution of
these Hamiltonian systems is a solution of the corresponding two dimensional Toda equation.

2. Linear system

Let N be a given integer with N ≥ 2. Throughout this paper, for any N × N matrix A or any N dimensional vector
v, and for any integers j and k, we define A jk = A j ′k′ and v j = v j ′ where j ≡ j ′ mod N and k ≡ k′ mod N . Hence
the indices in this paper can always be arbitrary integers. In particular,

δ jk =

{
1 if j − k ≡ 0 mod N ,

0 otherwise.
(2)

Let ω = e2π i/N ,Ω = diag(1, ω−1, . . . , ω−N+1). Let m be an integer, and K = (K jk)N×N with K jk = δm− j,k ;
then K is symmetric and

Ω∗K = ωm−2 KΩ . (3)

Consider the Lax pair

∂xΦ = U (x, t, λ)Φ = (iλJ + P(x, t))Φ,

∂tΦ = V (x, t, λ)Φ = (iλ)−1 Q(x, t)Φ
(4)

and its integrability conditions

Qx = [P, Q], Pt + [J, Q] = 0. (5)

Here

J = (δi, j−1)N×N , P = (pi (x, t)δi j )N×N , Q = (q j (x, t)δi, j+1)N×N , (6)

and U (x, t, λ), V (x, t, λ) satisfy the relations

U (x, t, λ) = U (x, t, −λ̄), V (x, t, λ) = V (x, t, −λ̄),

ΩU (x, t, λ)Ω−1
= U (x, t, ωλ), ΩV (x, t, λ)Ω−1

= V (x, t, ωλ),

KU (x, t, λ)K −1
= −(U (x, t, λ̄))∗, K V (x, t, λ)K −1

= −(V (x, t, λ̄))∗.

(7)

These relations are equivalent to

Ω PΩ−1
= P, Ω JΩ−1

= ωJ, Ω QΩ−1
= ω−1 Q,

K P K −1
= −PT, K J K −1

= J T, K QK −1
= QT.

(8)
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Written in terms of the components of the matrices, (8) becomes

pm− j = −p j , qm− j−1 = q j . (9)

The integrability condition (5) can also be written in terms of the components as

q j,x = (p j+1 − p j )q j , p j,t = q j−1 − q j . (10)

By direct calculation according to (7), we have the following lemma.

Lemma 1. Suppose µ ∈ C.
(i) If Φ(x, t, µ) is a solution of (4) for λ = µ, then Φ(x, t, µ) is a solution of (4) for λ = −µ̄.
(ii) If Φ(x, t, µ) is a solution of (4) for λ = µ, then for any integer k,Ω kΦ(x, t, µ) is a solution of (4) for

λ = ωkµ.
(iii) If Φ(x, t, µ) is a solution of (4) for λ = µ, then Ψ(x, t) = KΦ(x, t, µ) is a solution of the adjoint Lax pair

for λ = µ̄:

∂xΨ = −(iµ̄J + P)TΨ , ∂tΨ = −(iµ̄)−1 QTΨ . (11)

Remark 1. For any N × N matrix A = (Ai j ), let

Â = ( Âi j )1≤i, j≤N = (Ai+1, j+1)1≤i, j≤N .

Since Ω̂i j = Ωi+1, j+1 = ω−1Ωi j , Ω̂∗ K̂ = ωm−2 K̂ Ω̂ implies Ω∗ K̂ = ωm−4 K̂Ω . Under the transformation
(Ω , K , J, P, Q, m) → (Ω , K̂ , Ĵ , P̂, Q̂, m − 2), (3), (5) and (8) still hold. Therefore, we only need to consider
the cases m = 0 if N is odd or m = 0, 1 if N is even.

According to this remark, there are essentially three kinds of equations in the system (4).
(I) N = 2n + 1 is odd, m = 0
From the symmetries (9) and the evolution equations (10), there exist u1, . . . , un such that

pi = −p2n+1−i = ui,x (1 ≤ i ≤ n), p2n+1 = 0,

qi = q2n−i = Ai eui+1−ui (1 ≤ i ≤ n − 1),

qn = Ane−2un , q2n = q2n+1 = A0eu1

(12)

where A0, A1, . . . , An are real constants. If n ≥ 2, the evolution equations are

u1,xt = A0eu1 − A1eu2−u1 , un,xt = An−1eun−un−1 − Ane−2un ,

u j,xt = A j−1eu j −u j−1 − A j eu j+1−u j (2 ≤ j ≤ n − 1).
(13)

Let w j = −(u1 + · · · + u j ) ( j = 1, . . . , n), then (w1, . . . , wn) satisfies (1) with g = A(2)
2n . If n = 1, the evolution

equation is u1,xt = A0eu1 − A1e−2u1 , which corresponds to g = A(2)
2 .

(II) N = 2n + 2 is even, m = 0

pi = −p2n+2−i = ui,x , (1 ≤ i ≤ n), pn+1 = p2n+2 = 0,

qi = q2n+1−i = Ai eui+1−ui (1 ≤ i ≤ n − 1),

qn = qn+1 = Ane−un , q2n+1 = q2n+2 = A0eu1 .

(14)

If n ≥ 2, the evolution equations are

u1,xt = A0eu1 − A1eu2−u1 , un,xt = An−1eun−un−1 − Ane−un ,

u j,xt = A j−1eu j −u j−1 − A j eu j+1−u j (2 ≤ j ≤ n − 1).
(15)

Let w j = −(u1 + · · · + u j ) ( j = 1, . . . , n − 1) and wn = −
1
2 (u1 + · · · + un); then (w1, . . . , wn) satisfies (1) with

g = C (1)
n . If n = 1, the evolution equation is u1,xt = A0eu1 − A1e−u1 , which corresponds to g = A(1)

1 .



1040 Z.-X. Zhou / Journal of Geometry and Physics 57 (2007) 1037–1053

(III) N = 2n is even, m = 1

pi = −p2n+1−i = ui,x , (1 ≤ i ≤ n),

qi = q2n−i = Ai eui+1−ui (1 ≤ i ≤ n − 1), qn = Ane−2un , q2n = A0e2u1 . (16)

If n ≥ 2, the evolution equations are

u1,xt = A0e2u1 − A1eu2−u1 , un,xt = An−1eun−un−1 − Ane−2un ,

u j,xt = A j−1eu j −u j−1 − A j eu j+1−u j (2 ≤ j ≤ n − 1).
(17)

Let w j = −(u1 + · · · + u j ) ( j = 1, . . . , n), then (w1, . . . , wn) satisfies (1) with g = D(2)
n+1. If n = 1, the evolution

equation is u1,xt = A0e2u1 − A1e−2u1 , which corresponds to g = A(1)
1 .

3. Finite dimensional Hamiltonian systems

Now take r non-zero real numbers λ1, . . . , λr such that λ2
1, . . . , λ

2
r are distinct. Let Hα = (φ1α, . . . , φNα)T be a

column solution of the Lax pair (4) with λ = λα . Then the φ jα’s satisfy

∂xφ jα = iλαφ j+1,α + p jφ jα, ∂tφ jα = (iλα)−1q j−1φ j−1,α. (18)

Write {φkα} as the ordered set {φ11, . . . , φ1r , φ21, . . . , φ2r , . . . , φN1, . . . , φNr }. We shall rewrite (18) as
Hamiltonian equations by finding certain constraints

u j = u j ({φkα}) ( j = 1, . . . , n). (19)

Then p j ’s and q j ’s are also represented as functions of {φkα} and their derivatives.
First, considering Lemma 1, assume that under constraints (19), the systems of ordinary differential equations in

(18) have a Lax operator L(λ) in the form

L(λ) = J +

r∑
α=1

N−1∑
l=0

(
al

λ − ωlλα

Ω l Hα H∗
αΩ l K −

bl

λ + ωlλα

Ω l Hα H
∗

αΩ l K

)
(20)

where the al ’s and bl ’s are complex constants to be determined, that is, L satisfies

Lx = [iλJ + P, L], L t =
1
iλ

[Q, L] (21)

for certain P and Q expressed by (19).
The first term of L(λ) is J . Comparing with the expression for U (λ), we want that iλL(λ) satisfies the same

relations as U (λ) does in (7). That is,

L(λ) = L(−λ̄), Ω L(λ)Ω−1
= ωL(ωλ), K L(λ)K −1

= L(λ̄)∗. (22)

Substituting (20) into them, we get al = ωm−2al−1, aN−l = āl , bl = al . Hence bl = al = ω(m−2)lκ/N where κ is
a real constant.

Now we prove that (21) holds.
For the monomials in (20), we have

(Ω l Hα H∗
αΩ l K )x = iωlλα[J,Ω l Hα H∗

αΩ l K ] + [P,Ω l Hα H∗
αΩ l K ]. (23)

Here we have used the relations (8). Similarly,

(Ω l Hα H
∗

αΩ l K )x = −iωlλα[J,Ω l Hα H
∗

αΩ l K ] + [P,Ω l Hα H
∗

αΩ l K ]. (24)

Hence,

Lx − [iλJ + P, L] = [J, P − P̂] (25)
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where

P̂ =
iκ
N

r∑
α=1

N−1∑
l=0

(ω(m−2)lΩ l Hα H∗
αΩ l K − ω(m−2)lΩ l H̄α H̄∗

αΩ l K ). (26)

Using the identity

N−1∑
l=0

ωkl
= Nδk0, (27)

we get the entries of P̂ as

P̂jk =
iκ
N

r∑
α=1

N−1∑
l=0

N∑
s=1

ω(m− j−s)l((Hα H∗
α ) js − (Hα H∗

α )s j )Ksk

= iκ
r∑

α=1

(Hα H∗
α ) j,m− jδ jk − iκ

r∑
α=1

(Hα H∗
α )m− j, jδ jk

= iκ
(
〈Φm− j ,Φ j 〉 − 〈Φ j ,Φm− j 〉

)
δ jk . (28)

Hereafter, we use the symbol 〈v1, v2〉 = v∗

1v2 for two vectors.
Therefore, the first equation of (21) holds under the constraint

∂x u j = p j = iκ
(
〈Φm− j ,Φ j 〉 − 〈Φ j ,Φm− j 〉

)
. (29)

Now we consider the second equation of (21). Like for (25), we have

L t −
1
iλ

[Q, L] = −
1
iλ

[Q, J − Ĵ ] (30)

where

Ĵ = ( Ĵ jk) =
κ

N

r∑
α=1

N−1∑
l=0

ω(m−3)l

λα

(Ω l Hα H∗
αΩ l K + Ω l Hα H

∗

αΩ l K ),

Ĵ jk = κ

r∑
α=1

1
λα

(
(Hα H∗

α ) j,m−1− j + (Hα H∗
α )m−1− j, j

)
δ j,k−1.

(31)

Write Ĵ jk = θ jδ j,k−1; then

θ j = κ

r∑
α=1

1
λα

(
(Hα H∗

α ) j,m−1− j + (Hα H∗
α )m−1− j, j

)
= κ

(
〈Φm−1− j ,Λ−1Φ j 〉 + 〈Φ j ,Λ−1Φm−1− j 〉

)
. (32)

[Q, J − Ĵ ] = 0 is equivalent to (1 − θ j )q j = (1 − θ j+1)q j+1. Hence, [Q, J − Ĵ ] = 0 implies that

q j = (1 − θ j )
−1 F (33)

for a certain function F . If this is true, then the second equation of (21) holds.

Remark 2. Since θm−1− j = θ j , the identity qm−1− j = q j holds for all j = 1, . . . , N .

From (12), (14) and (16), q1q2 · · · qN = A1 A2 · · · AN holds if we define A j = AN+m−1− j for j ≥ n + 1. Hence

F =

(
N∏

j=1

A j (1 − θ j )

)1/N

. (34)
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Hereafter, we always consider the problem in the region Ai (1 − θ j ) > 0 for j = 1, 2, . . . , N .
The integrability of (21) is just (5), which implies that (29) and (33) are compatible.
In summary, we have

Theorem 1. Suppose p j , q j ( j = 1, . . . , N ) are given by (29) and (33) respectively where the θ j ’s are defined by
(32) and F is defined by (34). Let

L(λ) = J +
κ

N

r∑
α=1

N−1∑
l=0

(
ω(m−2)l

λ − ωlλα

Ω l Hα H∗
αΩ l K −

ω(m−2)l

λ + ωlλα

Ω l Hα H
∗

αΩ l K

)
(35)

where κ is a real constant; then the Lax equations (21) hold.

Note that L(λ) is real when λ is purely imaginary.
Now we write down the expressions for the ui ’s in terms of {φ jα, φ̄ jα} according to (12), (14) and (16). They are:

Case (I): eu j = F j
j−1∏
k=0

A−1
k (1 − θk)

−1, (36)

Case (II): eu j = F j
j−1∏
k=0

A−1
k (1 − θk)

−1, (37)

Case (III): eu j = F j− 1
2 A

−
1
2

0 (1 − θ0)
−

1
2

j−1∏
k=1

A−1
k (1 − θk)

−1 ( j = 1, . . . , n). (38)

Here the product is 1 if its upper bound is smaller than its lower bound. Under the above constraints, the system (18)
becomes

∂xφ jα = iλαφ j+1,α + iκ
(
〈Φm− j ,Φ j 〉 − 〈Φ j ,Φm− j 〉

)
φ jα, (39)

∂tφ jα =

(
N∏

l=1
Al
(
1 − κ〈Φm−1−l ,Λ−1Φl〉 − κ〈Φl ,Λ−1Φm−1−l〉

)) 1
N

iλα

(
1 − κ〈Φm− j ,Λ−1Φ j−1〉 − κ〈Φ j−1,Λ−1Φm− j 〉

) φ j−1,α. (40)

Theorem 2. If {φ jα} is a solution of (39) and (40), P = (piδi j ), Q = (qiδi, j+1) are given by (29) and (33)
respectively, then (P, Q) satisfies the nonlinear partial differential equations (5).

Proof. By (29) and (39),

p j,t = q j−1θ j−1 − q jθ j = q j (1 − θ j ) − q j−1(1 − θ j−1) + q j−1 − q j

= q j−1 − q j . (41)

On the other hand, by (32) and (40),

θ j,x = (p j+1 − p j )(1 − θ j ). (42)

Hence

(ln q j )t =
θ j,x

1 − θ j
+

1
N

N∑
k=1

θk,x

1 − θk

= p j+1 − p j +
1
N

N∑
k=1

(pk+1 − pk) = p j+1 − p j . (43)

This leads to (10), which is equivalent to (5). The theorem is proved. �
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From this theorem, we know that any solution of (39) and (40) gives a solution of the two dimensional A(2)
2n , C (1)

n

or D(2)
n+1 Toda equations according to the suitable choice of N and m.

Now we consider the Hamiltonian structure of (39) and (40). Considering (iii) of Lemma 1, we can take the
symplectic form in R2Nr with coordinates {φ jα, φ̄ jα} as

ω = i
r∑

α=1

N∑
j=1

dφ jα ∧ dφm− j,α, (44)

and then the Poisson bracket of two functions f and g on R2Nr is

{ f, g} =
1
i

r∑
α=1

N∑
j=1

(
∂ f

∂φ jα

∂g

∂φm− j,α
−

∂g

∂φ jα

∂ f

∂φm− j,α

)
. (45)

Suppose the systems in (18) are the Hamiltonian equations

i∂xφ jα =
∂ H x

∂φm− j,α
, −i∂xφ jα =

∂ H x

∂φm− j,α
, (46)

and

i∂tφ jα =
∂ H t

∂φm− j,α
, −i∂tφ jα =

∂ H t

∂φm− j,α
(47)

( j = 1, . . . , N ) respectively; then we can integrate them to get the Hamiltonians in the following theorem.

Theorem 3. The systems of ordinary differential equations (39) and (40) are Hamiltonian systems with the
Hamiltonians

H x
= −

N∑
j=1

〈Φm− j ,ΛΦ j+1〉 −
κ

4

N∑
j=1

(
〈Φm− j ,Φ j 〉 − 〈Φ j ,Φm− j 〉

)2
, (48)

H t
= −

N

2κ
F

= −
N

2κ

(
N∏

j=1

A j

(
1 − κ〈Φm−1− j ,Λ−1Φ j 〉 − κ〈Φ j ,Λ−1Φm−1− j 〉

)) 1
N

(49)

respectively.

Note that both H x and H t are real-valued functions. We shall show in Section 5 that H x and H t are in involution.
Therefore, the two Hamiltonian flows given by H x and H t are compatible.

4. Involution of conserved integrals

We shall show that tr(Lk(λ)) (k = 1, 2, . . .) generate a series of quantities which are independent of λ and will
serve as conserved integrals of the Hamiltonian systems given by H x and H t .

For any integer k, denote as {k} the remainder of k divided by N .

Lemma 2. For any integer p, complex numbers λ and ζ with ζ N
6= λN ,

N−1∑
j=0

ω−pj

ζ − ω jλ
=

Nλ{p}ζ N−1−{p}

ζ N − λN . (50)
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Proof. When |ζ | > |λ|,

N−1∑
j=0

ω−pj

ζ − ω jλ
=

∞∑
l=0

N−1∑
j=0

1
ζ

(
λ

ζ

)l

ω(l−p) j
=

N

ζ

∑
l≥0

l−p≡0 mod N

(
λ

ζ

)l

=
Nλ{p}ζ N−1−{p}

ζ N − λN . (51)

Both sides of (50) are meromorphic functions of ζ . Hence (50) holds identically outside the poles. �

Theorem 4. For any complex numbers λ, µ and any positive integers k, l,

{tr(Lk(λ)), tr(Ll(µ))} = 0. (52)

Proof. In this proof, we use a, b, j, p, q, s for the indices from 1 to N and σ for the index from 1 to r . By the
definition of the Poisson bracket,

i
kl

{tr(Lk(λ)), tr(Ll(µ))} =

∑
j,σ

tr
(

Lk−1(λ)
∂L(λ)

∂φ jσ

)
tr
(

Ll−1(µ)
∂L(µ)

∂φ̄m− j,σ

)

−

∑
j,σ

tr
(

Ll−1(µ)
∂L(µ)

∂φ jσ

)
tr
(

Lk−1(λ)
∂L(λ)

∂φ̄m− j,σ

)
. (53)

By the expression (35),

tr
(

Lk−1(λ)
∂L(λ)

∂φ jσ

)
=

∑
a,b,p,s

κ

N
(Lk−1(λ))ba

(
ω(m−2)pω−(a−1)p

λ − ωpλσ

δ jaφ̄sσ ω−(s−1)p

−
ω(m−2)pω−(a−1)p

λ + ωpλσ

φ̄aσ δ jsω
−(s−1)p

)
δs,m−b

=
κ

N

∑
b,p

(Lk−1(λ))bj
ω(b− j)p

λ − ωpλσ

φ̄m−b,σ −
κ

N

∑
a,p

(Lk−1(λ))m− j,a
ω(m− j−a)p

λ + ωpλσ

φ̄aσ

=
κ

N

∑
a,p

(Lk−1(λ))m−a, j
ω(m−a− j)p

λ − ωpλσ

φ̄aσ −
κ

N

∑
a,p

(Lk−1(λ))m− j,a
ω(m−a− j)p

λ + ωpλσ

φ̄aσ

≡ A( jσ)

1 − B( jσ)

1 . (54)

Likewise,

tr
(

Ll−1(µ)
∂L(µ)

∂φ̄m− j,σ

)
=

κ

N

∑
b,q

(Ll−1(µ)) jb
ω( j−b)q

µ − ωqλσ

φbσ

−
κ

N

∑
b,q

(Ll−1(µ))m−b,m− j
ω( j−b)q

µ + ωqλσ

φbσ ≡ A( jσ)

2 − B( jσ)

2 , (55)

tr
(

Ll−1(µ)
∂L(µ)

∂φ jσ

)
=

κ

N

∑
b,q

(Ll−1(µ))m−b, j
ω(m−b− j)q

µ − ωqλσ

φ̄bσ

−
κ

N

∑
b,q

(Ll−1(µ))m− j,b
ω(m−b− j)q

µ + ωqλσ

φ̄bσ ≡ A( jσ)

3 − B( jσ)

3 , (56)

tr
(

Lk−1(λ)
∂L(λ)

∂φ̄m− j,σ

)
=

κ

N

∑
a,p

(Lk−1(λ)) ja
ω( j−a)p

λ − ωpλσ

φaσ

−
κ

N

∑
a,p

(Lk−1(λ))m−a,m− j
ω( j−a)p

λ + ωpλσ

φaσ ≡ A( jσ)

4 − B( jσ)

4 . (57)
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Writing

L(1)
=

κ

N

r∑
α=1

N−1∑
l=0

ω(m−2)l

λ − ωlλα

Ω l Hα H∗
αΩ l K ,

L(2)
=

κ

N

r∑
α=1

N−1∑
l=0

ω(m−2)l

λ + ωlλα

Ω l Hα H
∗

αΩ l K ,

(58)

then

L(λ) = J + L(1)
− L(2). (59)

From (22), tr(Lk(ωλ)) = ω−k tr(Lk(λ)), tr(Lk(−λ)) = tr(Lk(λ)). Hence the theorem holds for µN
= (±λ)N . We

only need to prove the theorem for µN
6= (±λ)N .

Using the identity

1
(λ − ε1ωpλσ )(µ − ε2ωqλσ )

=
1

ε1ωpµ − ε2ωqλ

(
ε1ω

p

λ − ε1ωpλσ

−
ε2ω

q

µ − ε2ωqλσ

)
, (60)

for ε1, ε2 = ±1 and Lemma 2, we have∑
σ

A( jσ)

1 A( jσ)

2 =
κ

µN − λN

∑
b

(Ll−1(µ)) jb(L(1)(λ)Lk−1(λ))bjλ
{b− j}µN−1−{b− j}

−
κ

µN − λN

∑
a

(Lk−1(λ))aj (Ll−1(µ)L(1)(µ)) jaλN−1−{ j−a}µ{ j−a},∑
σ

B(m− j,σ )

3 B(m− j,σ )

4 =
κ

µN − λN

∑
b

(Ll−1(µ)) jb(L(2)(λ)Lk−1(λ))bjλ
{b− j}µN−1−{b− j}

−
κ

µN − λN

∑
a

(Lk−1(λ))aj (Ll−1(µ)L(2)(µ)) jaλN−1−{ j−a}µ{ j−a}.

(61)

Hence∑
j,σ

(A( jσ)

1 A( jσ)

2 − B( jσ)

3 B( jσ)

4 ) =
κ

µN − λN

∑
b, j

((L(λ) − J )Lk−1(λ))bj (Ll−1(µ)) jbλ
{b− j}µN−1−{b− j}

−
κ

µN − λN

∑
a, j

(Lk−1(λ))aj (Ll−1(µ)(L(µ) − J )) jaλN−1−{ j−a}µ{ j−a}.

(62)

Likewise, we have∑
j,σ

(A( jσ)

1 B( jσ)

2 − A( jσ)

3 B( jσ)

4 ) =
κ

µN − (−λ)N

∑
b, j

((L(λ) − J )Lk−1(λ))bj (Ll−1(µ))m−b,m− j

·(−λ){b− j}µN−1−{b− j}

−
κ

µN − (−λ)N

∑
a, j

(Lk−1(λ))aj ((L(µ) − J )Ll−1(µ))m−a,m− j

·(−λ)N−1−{ j−a}µ{ j−a}∑
j,σ

(A( jσ)

2 B( jσ)

1 − A( jσ)

4 B( jσ)

3 ) = −
κ

µN − (−λ)N

∑
b, j

(Lk−1(λ)(L(λ) − J )) jb(Ll−1(µ))m− j,m−b

·(−λ){ j−b}µN−1−{ j−b}

+
κ

µN − (−λ)N

∑
a, j

(Lk−1(λ)) ja(Ll−1(µ)(L(µ) − J ))m− j,m−a

·(−λ)N−1−{a− j}µ{a− j}
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j,σ

(B( jσ)

1 B( jσ)

2 − A( jσ)

3 A( jσ)

4 ) = −
κ

µN − λN

∑
b, j

(Lk−1(λ)(L(λ) − J )) jb(Ll−1(µ))bjλ
{ j−b}µN−1−{ j−b}

+
κ

µN − λN

∑
a, j

(Lk−1(λ)) ja((L(µ) − J )Ll−1(µ))ajλ
N−1−{a− j}µ{a− j}.

Defining

Γ1 =
λN

− µN

κ

∑
j,σ

(A( jσ)

1 A( jσ)

2 − B( jσ)

3 B( jσ)

4 + B( jσ)

1 B( jσ)

2 − A( jσ)

3 A( jσ)

4 ), (63)

then

Γ1 =

∑
b, j

[J, Lk−1(λ)]bj (Ll−1(µ)) jbλ
{b− j}µN−1−{b− j}

+

∑
a, j

(Lk−1(λ))aj [J, Ll−1(µ)] jaλN−1−{ j−a}µ{ j−a}

=

∑
b, j

(Lk−1(λ))b+1, j (Ll−1(µ)) jbλ
{b− j}µN−1−{b− j}

−

∑
a, j

(Lk−1(λ))aj (Ll−1(µ)) j,a−1λ
N−1−{ j−a}µ{ j−a}

−

∑
b, j

(Lk−1(λ))b, j−1(Ll−1(µ)) jbλ
{b− j}µN−1−{b− j}

+

∑
a, j

(Lk−1(λ))aj (Ll−1(µ)) j+1,aλN−1−{ j−a}µ{ j−a}. (64)

Hence

Γ1 =

∑
b, j

(
(Lk−1(λ))b+1, j − (Lk−1(λ))b, j−1

)
(Ll−1(µ)) jb

·

(
λ{b− j}µN−1−{b− j}

− λN−1−{ j−b−1}µ{ j−b−1}
)

. (65)

Noticing that {k} + {−k − 1} = N − 1 holds for any integer k, we get Γ1 = 0.
Similarly,

Γ2 ≡
(−λ)N

− µN

κ

∑
j,σ

(
A( jσ)

1 B( jσ)

2 − A( jσ)

3 B( jσ)

4 + A( jσ)

2 B( jσ)

1 − A( jσ)

4 B( jσ)

3

)
=

∑
b, j

(
(Lk−1(λ))b+1, j − (Lk−1(λ))b, j−1

)
(Ll−1(µ))m−b,m− j

·

(
(−λ){b− j}µN−1−{b− j}

− (−λ)N−1−{ j−b−1}µ{ j−b−1}
)

= 0. (66)

Therefore,

i
kl

{tr(L(λ)k), tr(L(µ))l
} =

κ

λN − µN Γ1 −
κ

(−λ)N − µN Γ2 = 0. (67)

The theorem is proved. �

5. Expressions for conserved integrals

Expanding tr(Lk(λ)) as a Laurent series in λ like

tr(Lk(λ)) =

∞∑
j=0

g(k)
j λ− j , (68)
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then Theorem 4 implies that {g(k)
i , g(k)

j } = 0 for all positive integers i, j, k.
Supposing the eigenvalues of L(λ) are ν1(λ), . . . , νN (λ), then

tr(Lk(λ)) =

N∑
j=1

νk
j (λ). (69)

On the other hand,

det(µI − L(λ)) =

N∑
j=0

(−1) j s j (λ)µN− j (70)

where s0 = 1,

sk(λ) =

∑
1≤ j1<···< jk≤N

ν j1(λ) · · · ν jk (λ) (71)

is the sum of all the determinants of the principal submatrices of L(λ) of order k.
Using the fact limλ→∞ det(µI − L(λ)) = det(µI − J ) = µN

− 1, we can perform the expansion

sk(λ) = (−1)k−1
+∞∑
j=1

λ− jE
(k)
j + (−1)N−1δk N (k = 1, 2, . . . , N ). (72)

Since the set of symmetric polynomials{
N∑

j=1

νk
j | k = 1, 2, . . . , N

}
and

{ ∑
1≤ j1<···< jk≤N

ν j1 · · · ν jk | k = 1, 2, . . . , N

}

can be represented by each other, {E
(k)
i , E

(k)
j } = 0 holds for all positive integers i, j, k.

Lemma 3. (i) sk(−λ) = sk(λ) for any positive integer k. (ii) E
(k)
j = 0 unless j ≡ k mod N. Moreover, when N is

even, E
(k)
j = 0 if k is odd.

Proof. By (22),

L(λ) = K −1L(λ̄)∗K = K −1L(−λ)T K . (73)

Hence (ν1(−λ), . . . , νN (−λ)) is a full set of eigenvalues of L(λ), which implies that (i) holds.
Again, from (22), L(ωλ) = ω−1Ω L(λ)Ω−1. Hence (ω−1ν1(λ), . . . , ω−1νN (λ)) is a full set of eigenvalues of

L(ωλ). This means that

sk(ωλ) = ω−ksk(λ). (74)

By the expression (72), E
(k)
j = 0 unless j ≡ k mod N .

According to (74), when N is even,

sk(−λ) = sk(ω
N/2λ) = ω−k N/2sk(λ) = (−1)ksk(λ). (75)

Comparing with (i), we get sk(λ) = 0 if k is odd. The lemma is proved. �

The E
(k)
j ’s are polynomials of {φiα, φ̄iα | i = 1, . . . , N ; α = 1 . . . , r}. In general, the full expressions are very

complicated. Here we first consider their lowest (i.e. quadratic) terms. Then consider the full expressions for special
cases which will lead to the Hamiltonians H x and H t .

Now write L(λ) = J +M(λ) where each entry of M(λ) is a polynomial of {φiα, φ̄iα} of degree ≥ 2. Suppose R is a
principal submatrix of L(λ) of order k (k ≤ N −1) with non-vanishing quadratic terms of {φiα, φ̄iα} in its determinant.
Considering the expression for J , the indices of the rows and columns of R in L(λ) must be ( j, j + 1, . . . , j + k − 1)
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for j + k ≤ N + 1 and (1, . . . , k + j − N − 1, j, . . . , N ) for j + k > N + 1. Let R̂αβ = R j+α−1, j+β−1; then
R̂ = (R̂αβ)k×k has the form

R̂ = (M j+α−1, j+β−1 + δα+1,β)1≤α,β≤k, (76)

and

det R = det R̂ = (−1)k+1 M j+k−1, j + h.o.t. (77)

Here h.o.t. refers to the polynomial of {φiα, φ̄iα} of degree > 2. Hence,

(−1)k−1sk = δk N +

N∑
j=1

M j+k−1, j + h.o.t. (78)

for k = 1, 2, . . . , N − 1. It is easy to see that (78) is also true for k = N since sN = det(J + M(λ)).
Define

S(l)
j,k = 〈Φk,ΛlΦ j 〉 + 〈Φ j ,ΛlΦk〉, A(l)

j,k = i(〈Φk,ΛlΦ j 〉 − 〈Φ j ,ΛlΦk〉). (79)

From (35),

N∑
j=1

M j+k−1, j =
κ

N

r∑
α=1

∞∑
s=0

N∑
j=1

N−1∑
l=0

λ−s−1λs
αω(s−k+1)l (φ j+k−1,αφ̄m− j,α − (−1)s φ̄ j+k−1,αφm− j,α

)
= κ

∑
p

k−1+pN≥0

λ−k−pN
N∑

j=1

(
〈Φm− j ,Λk−1+pN Φ j+k−1〉 + (−1)k+pN

〈Φ j+k−1,Λk−1+pN Φm− j 〉

)

= κ
∑

p
k−1+pN≥0

λ−k−pN
N∑

j=1

(
1 + (−1)k+pN

)
〈Φm+k−1− j ,Λk−1+pN Φ j 〉. (80)

When both N and k are odd, 1 + (−1)k+pN
6= 0 if and only if p is odd. Let k = 2l − 1, p = 2q − 1; then

s2l−1 = κ
∑

q
2l−2+(2q−1)N≥0

λ−2l+1−(2q−1)N
N∑

j=1

S(2l−2+(2q−1)N )

j,m+2l−2− j + δ2l−1,N + h.o.t. (81)

Since N is odd, in the first summation, 2l − 2 + (2q − 1)N ≥ 1 should hold, i.e. l −
N+3

2 + q N ≥ 0. Supposing

l −
N+3

2 = (ρ − q)N +

{
l −

N+3
2

}
where ρ ∈ Z, then ρ should satisfy ρ ≥ 0, and

2l − 2 + (2q − 1)N = 2
(

l −
N + 3

2

)
+ 2q N + 1 = 2ρN + 1 + 2

{
l −

N + 3
2

}
. (82)

Rewriting l as k, ρ as p, we get

s2k−1 = κ

∞∑
p=0

λ
−2−2

{
k−

N+3
2

}
−2pN

N∑
j=1

S
(2
{

k−
N+3

2

}
+1+2pN )

j,m+2k−2− j + δ2k−1,N + h.o.t. (83)

Likewise, when N is odd, the even term is

s2k = −κ

∞∑
p=0

λ−2−2{k−1}−2pN
N∑

j=1

S(2{k−1}+1+2pN )

j,m+2k−1− j + h.o.t. (84)

When N is even,

s2k−1 = 0,
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s2k = −κ

∞∑
p=0

λ−2−{2k−2}−pN
N∑

j=1

S({2k−2}+1+pN )

j,m+2k−1− j − δ2k,N + h.o.t. (85)

Now we redefine the conserved quantities as follows.
For odd N , we define

E (k)
p =

1
2κ

E
(2k)
2+2{k−1}+2pN =

1
2

N∑
j=1

S(2{k−1}+1+2pN )

j,m+2k−1− j + h.o.t. (k = 1, 2, . . . , (N − 1)/2), (86)

E
( N−1

2 +k)
p =

1
2κ

E
(2k−1)

2+2
{

k−
N+3

2

}
+2pN

=
1
2

N∑
j=1

S
(2
{

k−
N+3

2

}
+1+2pN )

j,m+2k−2− j + h.o.t. (k = 1, 2, . . . , (N + 1)/2), (87)

and then the above two expressions can be written uniformly as

E (k)
p =

1
2

N∑
j=1

S(2{k−1}+1+2pN )

j,m+2k−1− j + h.o.t. (k = 1, 2, . . . , N ). (88)

For even N , we define

E (k)
p =

1
2κ

E
(2k)
2+{2k−2}+pN =

1
2

N∑
j=1

S({2k−1}+pN )

j,m+2k−1− j + h.o.t. (k = 1, 2, . . . , N ). (89)

Now we express the Hamiltonians H x and H t in terms of the E (k)
j ’s. Then the E (k)

j ’s are a set of involutive
conserved integrals of the Hamiltonian systems given by H x and H t .

Theorem 5. The Hamiltonians in (48) and (49) are

H x
= −E (1)

0 , H t
= −

N

2κ

(
1
N

(
N∏

j=1

A j

)
tr(L N (0))

)1/N

. (90)

Both H x and H t commute with all E (k)
j ’s, and {H x , H t

} = 0.

Proof. When N ≥ 3,

s2(λ) =

N−1∑
j=1

∣∣∣∣ M j j 1 + M j, j+1
M j+1, j M j+1, j+1

∣∣∣∣+ ∣∣∣∣ M11 M1N
1 + MN1 MN N

∣∣∣∣+ ∑
1≤ j<k≤N

k− j≥2, ( j,k)6=(1,N )

∣∣∣∣M j j M jk
Mk j Mkk

∣∣∣∣
= −

N∑
j=1

M j+1, j +

∑
1≤ j<k≤N

∣∣∣∣M j j M jk
Mk j Mkk

∣∣∣∣ . (91)

When N = 2,

s2(λ) =

∣∣∣∣ M11 1 + M12
1 + M21 M22

∣∣∣∣ = −(M12 + M21) +

∣∣∣∣M11 M12
M21 M22

∣∣∣∣− 1. (92)

By (80),

−

N∑
j=1

M j+1, j = −κλ−2
N∑

j=1

S(1)
j,m+1− j + o(λ−2), (93)
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and by (35),

M jk =
κ

N
λ−1

r∑
α=1

N−1∑
l=0

ω(k− j)l(φ jαφ̄m−k,α − φ̄ jαφm−k,α) + o(λ−1)

= −iκλ−1 A(0)
j,m− jδ jk + o(λ−1). (94)

Hence, if j 6= k,∣∣∣∣M j j M jk
Mk j Mkk

∣∣∣∣ = −κ2λ−2
∣∣∣∣A j,m− j 0

0 Ak,m−k

∣∣∣∣+ o(λ−2) = −κ2λ−2 A j,m− j Ak,m−k + o(λ−2). (95)

Thus

∑
1≤ j<k≤N

∣∣∣∣M j j M jk
Mk j Mkk

∣∣∣∣ = −
1
2
κ2λ−2

( N∑
j=1

A(0)
j,m− j

)2

−

N∑
j=1

(A(0)
j,m− j )

2

+ o(λ−2)

=
1
2
κ2λ−2

N∑
j=1

(A(0)
j,m− j )

2
+ o(λ−2). (96)

The last equality holds because A(0)
j,k is anti-symmetric for j and k. Using the expansion (72), we get

E
(2)
2 = κ

N∑
j=1

S(1)
j,m+1− j −

1
2
κ2

N∑
j=1

(A(0)
j,m− j )

2. (97)

Comparing with (48), we know that H x
= −

1
2κ

E
(2)
2 = −E (1)

0 .
Now we prove the t-part. By (35),

L(0) = J −
κ

N

r∑
α=1

N−1∑
l=0

ω(m−3)lλ−1
α Ω l(Hα H∗

α + H̄α H̄∗
α )Ω l K , (98)

and

(L(0)) jk = δ j+1,k −
κ

N

r∑
α=1

N−1∑
l=0

ω(k− j−1)lλ−1
α (φ jαφ̄m−k,α + φ̄ jαφm−k,α)

= δ j+1,k − κ

r∑
α=1

λ−1
α (φ jαφ̄m−k,α + φ̄ jαφm−k,α)δ j+1,k

=

(
1 − κS(−1)

j,m−1− j

)
δ j+1,k . (99)

Taking the trace, we get

tr(L N (0)) = N
N∏

j=1

(
1 − κS(−1)

j,m−1− j

)
= N

N∏
j=1

(1 − θ j ) = N F N

(
N∏

j=1

A j

)−1

. (100)

Hence, according to (49),

H t
= −

N

2κ

(
1
N

(
N∏

j=1

A j

)
tr(L N (0))

)1/N

. (101)

According to Theorem 4, H x and H t commute with all E (k)
j ’s. In particular, since H x

= −E (1)
0 , we get {H x , H t

} = 0.
The theorem is proved. �
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6. Independence of the conserved integrals

Theorem 6. {E (k)
j | k = 1, . . . , N ; j = 0, . . . , r − 1} are functionally independent in a dense open subset of R2Nr .

Proof. Since the E (k)
j ’s are defined in different ways for odd N and even N , we shall prove the theorem for these two

cases separately.
First suppose N is odd. By (88), for k = 1, . . . , N ; j = 1, . . . , N ; p = 0, . . . , r − 1; α = 1, . . . , r ,

∂ E (k)
p

∂φ̄ jα
= λ2k−1+2pN

α φm+2k−1− j,α + · · · (102)

where “· · ·” refers to the high order terms of the φ jα’s.
Let J be the Jacobian determinant of

(E (1)
0 , . . . , E (1)

r−1, E (2)
0 , . . . , E (2)

r−1, . . . , E (N )
0 , . . . , E (N )

r−1)

with respect to

(φ̄11, . . . , φ̄1r , φ̄21, . . . , φ̄2r , . . . , φ̄N1, . . . , φ̄Nr ).

Take P0 ∈ R2Nr with coordinates φ jα = ε { j − m} where ε is a small real number. Then, at P0, for fixed k and j ,(
∂ E (k)

p

∂φ̄ jα

)
p=0,...,r−1
α=1,...,r

= ε {2k − j − 1} W + o(ε) (103)

where Wk = (λ
2k−1+2(α−1)N
β )1≤α,β≤r for k = 1, . . . , N . Then

|J(P0)| = | det (εdiag(W1, . . . , WN )) |

·

∣∣∣∣∣∣∣∣∣det


0 (N − 1)Ir (N − 2)Ir · · · 2Ir Ir

2Ir Ir 0 · · · 4Ir 3Ir
...

...
...

...
...

(N − 2)Ir (N − 3)Ir (N − 4)Ir · · · 0 (N − 1)Ir


∣∣∣∣∣∣∣∣∣+ o(εNr )

= |ε|Nr

∣∣∣∣∣ r∏
l=1

λl

∣∣∣∣∣
N 2 ∣∣∣∣∣ ∏

1≤i< j≤r

(λ2N
i − λ2N

j )

∣∣∣∣∣
N ∣∣∣∣ 1

2
N N−1(N − 1)

∣∣∣∣r + o(εNr ) 6= 0 (104)

when ε is small enough since λ2N
1 , . . . , λ2N

r are distinct and non-zero. Here Ir is the r × r identity matrix. Since J is
a real analytic function of {φ jα, φ̄ jα}, J 6= 0 in a dense open subset of R2Nr . This proves the theorem for odd N .

Now we prove the theorem for even N . By (89), for k = 1, . . . , N ; j = 1, . . . , N/2; p = 0, . . . , r − 1; α =

1, . . . , r , we have

∂ E (k)
p

∂φ̄ jα
= λ{2k−1}+pN

α φm+2k−1− j,α + . . . ,

∂ E (k)
p

∂φ jα
= λ{2k−1}+pN

α φ̄m+2k−1− j,α + · · · .

(105)

Take P0 ∈ R2Nr with coordinates φ jα = εβ j−m where

βk =

{
{k − 1} + 1, if 1 ≤ k ≤ N/2,

i({k − 1} + 1), if N/2 + 1 ≤ k ≤ N ,
(106)

and ε is a small real number. At P0, the Jacobian determinant of

(E (1)
0 , . . . , E (1)

r−1, E (2)
0 , . . . , E (2)

r−1, . . . , E (N )
0 , . . . , E (N )

r−1)
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with respect to

(φ̄11, . . . , φ̄1r , . . . , φ̄N/2,1, . . . , φ̄N/2,r , φ11, . . . , φ1r , . . . , φN/2,1, . . . , φN/2,r )

is

|J(P0)| = | det
(
εdiag(Z1, . . . , Z N/2, Z1, . . . , Z N/2)(bk j Ir )k, j=1,...,N

)
| + o(εNr ) (107)

where Zk = (λ
2k−1+(α−1)N
β )α,β=1,...,r for k = 1, . . . , N/2 and bk j = β2k− j−1. Let B = (bk j ); then

B =



βN βN−1 βN−2 · · · β2 β1
β2 β1 βN · · · β4 β3
...

...
...

...
...

βN−2 βN−3 βN−4 · · · βN βN−1
βN −βN−1 βN−2 · · · β2 −β1
...

...
...

...
...

βN−2 −βN−3 βN−4 · · · βN −βN−1


(108)

since β̄ j = (−1) jβ j for j = 1, 2, . . . , N . Hence

| det B| = 2N/2

∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣
βN−1 βN−3 · · · β1
β1 βN−1 · · · β3
...

...
...

βN−3 βN−5 · · · βN−1

∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣
βN βN−2 · · · β2
β2 βN · · · β4
...

...
...

βN−2 βN−4 · · · βN

∣∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣
= 2N/2

·
1
2

N N/2
·

1
2

N N/2−1(N + 2) = 2N/2−2 N N−1(N + 2) 6= 0. (109)

Again, as for odd N , J is not zero in a dense open subset of R2Nr for even N . This means that {E (k)
j | k =

1, . . . , N ; j = 0, . . . , r −1} are functionally independent in a dense open subset of R2Nr . The theorem is proved. �

The main results in this paper are summarized as follows.

Theorem 7. The systems of ordinary differential equations (39) and (40) are Hamiltonian systems with Hamiltonians
H x and H t given by (48) and (49), and {H x , H t

} = 0 under the Poisson bracket (45). They are Liouville integrable in
the sense that there are Nr involutive conserved integrals which are functionally independent in a dense open subset of
the phase space R2Nr . Each solution of (39) and (40) gives a solution of the two dimensional A(2)

2n , C (1)
n or D(2)

n+1 Toda

equations. When N = 2n + 1, m = 0, (36) gives a solution of the A(2)
2n Toda equation. When N = 2n + 2, m = 0, (37)

gives a solution of the C (1)
n Toda equation. When N = 2n, m = 1, (38) gives a solution of the D(2)

n+1 Toda equation.
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